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v We introduce the Transfer Sequential VAE (TranSVAE) framework to tackle

unsupervised video domain adaptation tasks from a disentanglement view.

v Our key idea is to handle the spatial and temporal domain divergence

separately through disentanglement; we pursue an explicit decoupling of the

domain-specific info from other info via generative modeling.

v Our approach achieves new state-of-the-art performance on the domain

adaptation benchmarks of UCF-HMDB, Jester, Epic-Kitchens, and Sprites.

Domain Generation

v We consider the generation process of cross-domain videos from two sets of

latent factors: one set consists of a sequence of random variables, which are

dynamic and inclined to encode the semantic information; another set is

static and introduces some domain-related spatial information.

v The graphical illustrations of the proposed generative (left) and inference 

(right) models for video domain disentanglement are shown above.

v The blue and red nodes denote the observed source domain and target

domain videos 𝐱𝒮 and 𝐱𝒯, respectively, over 𝑡 timestamps.

v The static latent variables 𝐳#𝒮 and 𝐳#𝒯	follow a joint distribution and

combining either of them with dynamic latent variables 𝐳$ constructs one

video data of a domain, with which we developed TranSVAE.

The TranSVAE Framework

v The input videos are fed into an encoder to extract the visual features,

followed by an LSTM to explore the temporal information.

v Two groups of mean and variance networks are then applied to model the 

posterior of the latent factors, i.e., 𝑞(𝐳$𝒟|𝐱&$𝒟 ) and 𝑞(𝐳#𝒟|𝐱&':)𝒟 ).

v The new representations 𝐳'𝒟, 𝐳*𝒟, ..., 𝐳)𝒟 and 𝐳#𝒟 are sampled, and then

concatenated and passed to a decoder for reconstruction. Four constraints

are then proposed to regulate the latent factors for adaptation purposes.

Domain Disentanglement

v We show domain disentanglement and transfer examples using Sprites as follows.

Comparative Study

v We conduct extensive experiments on popular unsupervised video domain

adaptation benchmarks: UCF-HMDB, Jester, Epic-Kitchens, and Sprites.

v Across all tasks, TranSVAE consistently outperforms all previous methods

using single modality inputs; our approach even achieves better average

results than seven out of eight multi-modal approaches (RGB + flow).

Ablation Study

v The loss separation study on different tasks demonstrates the effectiveness

for each of the four constraints designed in the TranSVAE framework.

v The loss integration study and t-SNE plots verify that all constraints serve to

achieve good disentanglement effect with domain divergence minimization.
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